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Juan Manuel Ruiz García is chief 
technology officer at Agencia EFE, the 
world’s premier Spanish-language news 
agency, leading the development of 
cutting-edge technical solutions tailored 
to empower its journalists and drive 
innovation across the entire organization. 
EFE’s primary objective is to harness the 
power of technology to enhance its 
content contribution, production, and 
distribution systems, ensuring that it 
remains at the forefront of the rapidly 
evolving media landscape.
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Manuel Herranz is the CEO and founder of 
Pangeanic, a company specializing in NLP and 
translation services. He holds degrees from 
Manchester University and Entrepreneurship from 
MIT. He has an industrial background (Ford, Rolls 
Royce, and B.I. Corporation of Japan) and believes 
in language automation.

Manuel is known for his expertise in NLP 
processes, pattern recognition, deep neural 
networks, and adaptive technologies, pioneering 
“self-training MT” (DIY!) in 2009. An advocate for 
Ethical AI, he also actively supports several NGOs, 
including initiatives for better access to female 
education in the African sub-Sahel.
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• Gathers and verifies news: Collects and checks information from 
various sources to ensure accuracy and reliability.

• Writes and edits news stories: Creates and refines news articles, 
headlines, and summaries for publication.

• Distributes news to clients: Provides news content to newspapers, 
magazines, online platforms, and other media outlets.

• Provides multimedia content: Offers photos, videos, and audio files to 
complement news stories.

• Monitors and updates news: Continuously tracks and updates news 
stories as new information becomes available.

… the more languages you manage, the best
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• Agencia EFE is the largest Spanish-language multimedia news 
agency. International, multiformat and multilingual

• 3M news items per year. Our content reaches daily to 2,000+ 
media publications

• 2,000 journalists from 60 nationalities, operating 24/7 from more 
than 180 cities in 110 countries and with 3 editorial desks in 3 
continents: Madrid, Bogotá and Bangkok.

• Idiomatic bureaus in Rio (Portuguese), Delhi (English), Cairo 
(Arabic) and Barcelona (Catalan).

• Website contains more tan 55,000 pages of news
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• Pangeanic is renowned in the field of Language 
Technology, with a specialization in Machine Translation 
and Natural Language Processing (NLP). We have 
consistently evolved from our LSP origins to pioneer AI 
adoption in the language industry

• We look at MT as a Machine Learning / Data Science 
challenge 

• Mission: To create efficient solutions that optimize the 
value and processing of language data with an emphasis 
on privacy

• Other NLP: Annotation, Data classification, 
Anonymization, automated subtitling, speech, data-for-AI, 
AI chatbot systems
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Collective 

Intelligence

“World” 

Knowledge

(immediacy)

• Reinforcement Learning + HF

• DPO

• LLMs
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Stop thinking about "language industry" and really adopt 
industrial, manufacturing processes.

Translation is one clear domain in which AI is excelling beyond 
human capabilities. [..] not easy to control LLMs’ generation 
capabilities so that they become “true and faithful translators,” 
[…] accuracy and terminology control can be resolved by […] 
Retrieval augmented generation […] very promising role

“AI already cracked the code of human language, no 
wonder language could become a commodity.”

AI represents both a challenge and an opportunity for humans, 
fundamentally altering how we live, work, and learn. [...] 
imperative to strike a balance between harnessing AI’s potential 
and safeguarding human dignity by avoiding job displacement 
and promoting responsible innovation — which is why I’m so 
vehemently against the “fair use” of copyrighted material to train 
models.

What truly makes us human is not language. It is the ability to 
respond to the unexpected. Call it “reasoning” if you wish.
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early 2000: first automatic translator
(Automatic Trans)

2010: Ta With You

2018: Ed. System connection (WS)

2019: Tender for Saas + API

2021: New Tender: PANGEANIC
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Tender for Machine Translation in 
2021.

General translation engines with a 
“journalism flavour” for internal use 
and web publishing.

Full API Management for integration 
in journalists’ processes.

Journalists reviews / “post-edit”. 
Often divert from source to add 
specific or “personal” touch 
[localize].
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• Workflow 2021-2023…     (2023 is “traditional”!!)
• Baseline > Customization > Re-training

NMT
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NMT neural network

Although NMT is a single neural 
network,, we can think of it as

• An Encoder

 &

• A Decoder
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NMT decoder

The optimized model becomes 
the input of the decoder.

The decoder uses the optimized 
model [from the source 
sentence] to predict the optimal 
target-language version. 
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Easy to understand

Pangeanic produces RAG-based Adaptive 
GenAI for AI Chatbots and next-generation 
machine translation processes.

PT: A Pangeanic produz GenAI adaptativa baseada em sistemas RAG para 
chatbots de IA e processos de tradução automática de última geração.

JA: Pangeanicは、AIチャットボットや次世代機械翻訳プロセス用の
RAGシステムをベースとした適応型GenAIを製造しています。

FR: Pangeanic produit une GenAI adaptative basée sur des systèmes RAG pour 
les chatbots d'IA et les processus de traduction automatique de nouvelle 
génération.

ES: Pangeanic produce GenAI adaptativa basada en sistemas RAG para chatbots
con IA y procesos de traducción automática de próxima generación.

NMT
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2023/24

• 42,3M words machine 
translated in 2023

• Over 111M words since 
07.2021

• Mostly web articles, internal 
articles for EFE’s internal team 
of journalists

• Little NMT customization

• Journalists’ preferences led to 
further customization in 2023
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1 word in 111M words from MT in PT-Br 
caused a complaint



#LocWorld51 Dublin

- Search & 
clean?

- Retrain?
- Filter “stop 

words”

- Explore LLM?
- Slow system
- Unknown, 

unknown, 
unknown….
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- Search & 
clean?

- Retrain?
- Filter “stop 

words”

Yann LeCun – Bavarian Academy
of Science, Munich 09/29/23
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OBJECTIVE
• In-domain Question 

Answering  from 
technical user manuals.

• Evaluate different 
training methodologies 
(dataset size, epoch, full 
finetunig vs LoRA).

METHODOLOGY

• Automotive 
documentation 
(full website)

• H1, H2 H3 = 
“How to” and 
body is the 
answer

• Fine-tune model

• Evaluation KPIs

RESULTS
Not useful 

Response 
appears helpful, 
but additional text 
is repeated

Very useful, 
correct answer

No answer

35/150 (23,33%)

56/150 (37,33%)

49/150 (32,66%)

12/150 (8%)
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OBJECTIVE
• Search questions 

become TMX 
• Avoid certain 

expressions

One LLM Project: Chatbot from structured data (RAG) -> Automated Post-Editing
METHODOLOGY

• Prioritize human 
input vs LLM 
“knowledge”

• Fine-tune model

• Prompting

• Verification

• Terminology

• Evaluation KPIs

RESULTS
Not useful 

Response very 
helpful, very small 
editing

Useful, correct 
answer

No answer

35/150 (23,33%)

56/150 (37,33%)

49/150 (32,66%)

0/150 (0%)
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Integration in EFE’s Editorial System
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Multiple Sources, Multiple Languages
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Translation workflow for audiovisuals
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Custom MT to 
Custom Post-editing
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challenges
▪ Over post-editing (MTQE and algorithmic)

▪ Speed / Cost / Scale

▪ Prompts may vary from LLM to LLM (like MT: “not one size fits 
all”)

▪ Choice left to the end-user?
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m.herranz@pangeanic.com

jruiz@efe.com
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